Journal of

N anophotomcs

Nanophotonics.SPIEDigitalLibrary.org

Fast and reliable approach to
calculate energy levels in
semiconductor nanostructures

Francois Thierry
Judikaél Le Rouzo
Francois Flory
Gérard Berginc
Ludovic Escoubas

SPIE.

Downloaded From: http://nanophotonics.spiedigitallibrary.org/ on 04/09/2015 Terms of Use: http://spiedl.org/terms



Fast and reliable approach to calculate energy levels in
semiconductor nanostructures

Francois Thierry,>* Judikaél Le Rouzo,* Francois Flory,"
Gérard Berginc,“ and Ludovic Escoubas?
#Aix-Marseille Université, Institut Matériaux Microélectronique Nanosciences de
Provence-IM2NP, CNRS-UMR 7334, Domaine Universitaire de Saint-Jérdme,
Service 231, 13397 Marseille, France
"Ecole Centrale Marseille, 38 rue Joliot Curie, 13451 Marseille, France
‘THALES Optronique SA, 2 Avenue Gay Lussac, 78990 Elancourt, France

Abstract. We propose a method under the effective mass approximation with an original for-
mulation that applies to quantum wells, circular quantum wires, and spherical quantum dots of
arbitrary materials with sizes as small as 1 nm. Hundreds of structures are resolved on the second
scale on a laptop, allowing for optimization procedures. We demonstrate its capability by con-
fronting bandgap calculations with exhaustive literature data for CdS, CdSe, PbS, and PbSe
nanoparticles. Our approach includes a correction of the mass to address the nonparabolicity
of the band structure. The correction gives an accuracy comparable to more demanding calcu-
lation methods, such as eight-band k - p, tight-binding, or even semiempirical pseudopotential
methods. The effect of the correction is shown on the intrasubband optical properties of InGaAs/
AlGaAs coupled quantum wells. © 2015 Society of Photo-Optical Instrumentation Engineers (SPIE)
[DOI: 10.1117/1.JNP.9.093080]
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1 Introduction

Nanostructures are used in optoelectronic applications because their optical and electrical prop-
erties can be tuned by changing the materials, composition,' or geometries.” Recent progress in
formulation and modeling have led to a considerable growth of their use in various applications.’
When designing devices, in order to evaluate which association and form of materials will give
the expected behavior, accurate numerical studies have to be performed. In addition, those
calculations have to be fast to perform optimization routines.

Due to confinement effects which change the electronic properties, quantum structures
exhibit behaviors different from that of the bulk.® The size dependence of the energy levels has
brought increasing interest for their use in optoelectronic devices, especially in photovoltaic solar
cells.* Simulations improve our understanding of the physics in nanosystems, potentially
allowing to perform systems optimization through numerical experiment without delays or
costs. But fast techniques lack accuracy and more precise ones are too computationally intensive
to be used in optimization. The optical and electrical responses of nanoscaled optoelectronic
materials are directly related to the electronic properties. The precise evaluation of the confined
energy levels is crucial. Speed and accuracy depend on the numerical method employed.

Numerous techniques are available to calculate energy levels in nanostructures.’ They cover a
wide range of purposes based on the scale under study. The most simple ones that are based on
the particle-in-a-box (PIB) model,’ like the effective mass approximation (EMA) or quantum
transfer matrix methods,® are fast and give the general deviation from the bulk theory. They are
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suitable to study structures ranging from tenths of nanometers to several micrometers. More
precise approaches based on multiband methods, such as tight-binding® or k - p methods, '
allow a more precise evaluation of the electronic properties in the range of a few Angstrom
to hundreds of nanometers. It should be noted that the EMA is a one-band k - p method.
Atomistic and ab initio calculations, such as pseudopotential methods'' and density functional
theories,'? are exact, but they are limited to the study of a few thousands of atoms due to hard-
ware and time limitations.

We present and justify the choice of a fast EMA method with a new formulation to enhance
its accuracy, stability, and usability. Typically, calculations on 1000 points take 0.2 s on a laptop,
allowing us to study and to optimize solar cells incorporating components at the nano-scale. The
accuracy of the approach is further improved by correcting the effective mass with an energy
dependence. Furthermore, the core equation is reported under a general form which can be
applied directly to all three dimensions of confinement for quantum structures. Our method
needs only a few inputs to calculate. The necessary inputs are the effective mass of the charges,
the bulk bandgap, and the electronic affinity. The effective masses are sufficient to calculate the
energy levels relative to the bottom of the potential applied. The bulk bandgaps give the absolute
values of the energies and allow the nonparabolicity correction. The electronic affinity places
the potential in comparison to the vacuum level.

In this study, we first introduce the main concepts behind the effective mass approach. We
explain why the nonparabolicity of the band structure is the main cause of inaccuracies. We then
present our method and emphasize the accuracy of the current approach by comparing it to
extensive published results of both calculated and measured bandgaps of CdS, CdSe, PbS,
and PbSe quantum dots (QDs). We consider a coupled InGaAs/AlGaAs quantum wells example
to explicit the necessity to address the nonparabolicity and to show the improvement given by its
proposed correction. We conclude with the use of the results, the interest of the method, and the
remaining points of improvement of the model.

2 Numerical Model

2.1 Effective Mass Approximation, Theory and Limit

We consider a single charge of mass m* in a structure in steady state. We calculate the electronic
properties using the time-independent Schrodinger equation. The charge has a particular kinetic
energy, which is impacted by interactions between other charges within the solid. The effective
mass approximation allows one to represent those interactions directly in the mass. The
dispersion relation for a free electron gas gives us the analytic PIB relation to determine the
energy levels available to a single charge in a solid.

h*k?

2 m*

ey

Behind this known equation ° lies a parabola expression. In fact, the PIB model approximates
the band structure around the gap to a parabola from which the curvature radius will condition
the effective mass and energy levels dispersion. The curvature at the extrema of this parabolic
dispersion curve is expressed in a second derivative. A large curvature implies a large second
derivative or a small radius of curvature that will lead to a small effective mass and vice versa.

Actual band structures show that the approximation by a parabolic shape is valid only upon a
small energetic domain near the band’s edge. This is the main limit of the effective mass approxi-
mation and the main source of errors. It limits the resolution of the high-energy levels that are
increasingly inaccurate the further away they are from the band edge. This is due to the fact that
the radius of curvature of the approximate shape is not constant but increases with the energy.
This can be taken into account by an effective mass that increases accordingly with the energy.
That is the reason why it is difficult to resolve the properties of low-bandgap materials under
EMA." It is due to the domain of validity of the parabolic assumption that will be small in
comparison to the actual band structure. Furthermore, the confinement effect that increases
the energy levels separation will lead to another limit of resolution for small sizes.
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2.2 Numerical Approach

Now that we have seen some of the phenomenological aspects of the nonparabolicity limi-
tation when using EMA, we describe our method. The most common approach to solve
the time-independent Schrodinger equation is to use finite difference and calculate the
eigenvalues and eigenfunctions of a tridiagonal matrix.'* Less employed in the semiconductor
community, a faster technique'> when using finite difference is the shooting technique.'®
To avoid numerical instabilities due to abrupt changes at the interface between materials,
we work in the context of slowly varying the envelope function of the wavefunction.
Furthermore, special attention has been payed to the ordering of the operators inside the
Hamiltonian.'”!8

We use a shooting method implemented from Harrison’s book.!” We further improved the
speed and stability by reformulating the shooting equation in a set of two coupled ones. We
followed a methodology presented for III/V quantum wells.?’ The speed is increased by a factor
of six thanks to the reduced number of floating point operations that also limits numerical impre-
cisions. We propose an original general formulation that can be applied to two-dimensional,
one-dimensional (1-D), and zero-dimensional (0-D) quantum structures. To regroup the three
dimensions in a single equation, the position is represented in scalar, cylindrical, and spherical
coordinates for quantum wells, wires, and dots, respectively. We obtain the following coupled
shooting equations, where the energy level E,; of a particular state corresponding to primary
quantum number »n and angular quantum number / (I = 0 in quantum wells) can be found by
solving for E of the system of Egs. (2) and (3). The boundary conditions resulting from the
continuity at the interfaces condition for which we have to solve are v, ;(£o0) =0 and
oy, (£00)/0or = 0:

d *
a1+ dr) = 1) 4 ), @
2d n2l(l+N-=2
Wua(r+dr) :h_zr V(r)+2(r2+(r))_E W (r) + W (r). 3)

N = 3 — X is the dimensionality of an X dimensional quantum structure (X = 0, 1, or 2), r is
the position in meters expressed in the correct coordinate system, v, ; is the radial part of the
envelope of the wavefunction, m* is the effective mass in kilograms, and V is the potential
applied on the position r in electron volts. The first points of the shooting procedure are
l//nl(o) =0 and li/nl(o) =1

For 1-D and 0-D structures, the mathematical development exploits the symmetry of
cylindrical and spherical geometries. We start the evaluation of the energy levels from the middle
of the structures with ,,;(0) = 1 and ¥,,;(0) = 1 as starting values. But, as the EMA derives
from the PIB model, AE should also linearly depend on S/D?, the inverse of the square
diameter or length.ZI The slopes S are 1.0, 1.17,% and 2.0* for wells, wires, and dots. respec-
tively. We verified that we retrieve the same results between the calculations starting from
the middle of the structure and the ones starting at one end for which we multiplied the
corresponding energy by the appropriate slope. This allows the study of laterally coupled
quantum structures, the calculation running along the axis that goes to all the centers of
symmetry.

The implementation of this method is straightforward, allowing the quick evaluation of the
electronic properties of most nanostructures, and should be of interest to many scientific studies
covering a wide spectrum of applications. Our code is written in Python except for the core
equations that are implemented in Cython for speed. The wavefunction envelopes calculated

with this method have to be normalized according to y/(r) — w(r)/+/ [w*(r)dr to be quanti-

tatively compared within models like the electrostatic dipole approximation that serves to
determine the optical properties of nanostructures.
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2.3 Nonparabolicity Correction

The nonparabolicity correction'® applies a parabolic increase to the effective mass that is con-
ditioned by the energy difference from the band edge normalized by the amplitude of the
bandgap to scale the effect. The value of the effective mass at each point of the structure is
corrected according to the value of the potential V and bulk bandgap E, applied at their
coordinate 7:

“

m*(r.E, ) = m*(r){l + {1 - m*(’)rE - Vm}.

my Eg(r>

It should be noted that E,(r) is size-dependent. The bandgap—and with it the error—
increases with small sizes due to confinement effects. In our approach, we use the bulk
values only to calculate the first levels in the conduction and valence bands. They present
the smallest deviations due to nonparabolicity, reassuring the extraction of the effective
bandgap of a particular size. We then reuse the calculated value of the gap to apply the non-
parabolicity correction upon higher levels. The study of the bandgap will, therefore, yield
information about the validity of the method and can be used to study the small size limit
in particular.

3 Results and Discussion

3.1 Model Validation

We study the limits of the method through the evaluation of the bandgap of three-dimensional
QDs because they present the largest confinement effects. The large variations due to size con-
finement highlights the capabilities of our approach. The bandgap also presents the smallest
deviations due to the nonparabolicity effect. We present our results against semiconductors
of different bulk bandgaps to show the accuracy of the method and the capability to resolve
low-bandgap materials. The chosen materials are CdS, CdSe, PbS, and PbSe, in association
with other materials; they present interest for applications like QD solar cells. The input material
properties are listed in Table 1.

We confront it against the Brus equation >* that corrects the PIB model through a screening
term that describes electrostatic forces. The Brus equation is often reported as a first approxi-
mation in publications concerning QDs because it extends the validity range of the PIB model
while keeping the speed of resolution and retaining the simplicity. This equation is valid only for
spherical geometries. Kayanuma further improved this formulation by accounting for the spatial
correlation between the charges with the effective Rydberg energy.*

We also corroborate our results with published data from the literature. Those data are the
experimental positions of the first absorption peaks and their corresponding calculation with
more accurate but more computationally demanding methods, such as the ones mentioned in
Sec. 1. The absorption data are fitted by a sizing curve of the form:

Table 1 Values of the bulk bandgap E,, effective masses for electrons mg and holes mj, and
electronic affinity y4 used in the calculations.

Eg4 (eV) mg (mo) mj, (mo) x4 (€V)
Cds 2.53 (Ref. 13) 0.18 (Ref. 13) 0.53 (Ref. 13) 3.6 (Ref. 25)
CdSe 1.75 (Ref. 13) 0.13 (Ref. 13) 0.3 (Ref. 13) 3.93 (Ref. 26)
PbS 0.48 (Ref. 27) 0.085 (Ref. 13) 0.085 (Ref. 13) 4.6 (Ref. 28)
PbSe 0.29 (Ref. 29) 0.047 (Ref. 29) 0.041 (Ref. 29) 4.7 (Ref. 28)
Journal of Nanophotonics 093080-4 Vol. 9, 2015
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1

_—. 5
aD?* 4+ bD + ¢ ©)

Eq(D) = E_q,bulk +

We model the QDs with finite potential as nanospheres of a certain dimension comprised
between vacuum domains of same sizes. The spatial resolution is fixed to dr = 0.01 nm for all
the calculations presented.

We fixed the band offsets between the materials and the vacuum. This allows the results to
become more independent of the matrix and, thus, allows the comparison of data from different
sources. We use the values of the electronic affinity y, from the literature (Table 1) as a band
offset in the conduction band. In the valence band, we use y, + E. This allows the method to be
more accurate and to compare the calculation with arbitrary absorption data.

We start our study with CdSe (Fig. 1), which has a large bandgap. There are numerous liter-
ature data on bandgap size-confinement.*'*® We find that the Brus formulation diverges for sizes
<8 nm in diameter. Our EMA results are following those of the sizing curve to a diameter of
~1.5 nm. We retrieve the results of the semiempirical pseudopotential method (SEPM).*" As
expected, because the bandgap concerns band edges, the improvement over parabolic calcula-
tions (dashes) are weak.

We find a similar agreement for PbSe QDs (Fig. 2). Our calculations tightly follow the exper-
imental results**~*" until a size of 1 nm. The Brus equation shows its limits and overestimates the
bandgap for the whole range of sizes considered. We are in agreement with the results of SEPM
calculations to a size of 2.5 nm. We also retrieve the results (crosses) of a bandgap extraction
procedure that is based on self-consistent optimization between absorption measurements and
sizes that are measured by a transmission electron microscope.*® The nonparabolicity effects are
small for the charge levels under consideration.

The insets in the figures validate the positions of the band edges calculated using our
formulation that are in close agreement with experimental measurements obtained by cyclic
voltammetry. This approach has been conducted on various QDs for solar cells.

The comparison of our results with the fit of the experimental values [Eq. (5)] allows us to
estimate the accuracy of our method in comparison with other parameters, such as bulk bandgaps
and sizes. Figure 3 presents the deviation in electron volts between our results with the correction
and the sizing curve for the semiconductors of this study. We consider 100 sizes ranging from 0.5
to 16 nm. The method presents little deviation (<50 meV) with the experimental fit to a size of
~3 nm, where the lack or discrepancy of experimental data along with strong energetic changes
due to confinement make the comparison hazardous. This test depends heavily on the quality of

5.0

cdse

_37\%‘8‘%‘-%—0—9—9—:7

4.51

4.0

Energy versus vacuum (eV)

< 3.5+
) n . . . .
~ 2 3 4 5 6
uo_? Quantum dot diameter (nm)

3.01

2.5t

2.0r

0 2 4 6 8 10 12

Quantum dot diameter (nm)

Fig. 1 Calculation of the bandgap of CdSe nanospheres with (solid line) and without (dashed line)
the nonparabolicity correction. Comparison with semiempirical pseudopotential calculations®!
(triangles) and experimental data®'~38 (circles) from the literature. The results with Brus equation
(red-dotted line) and the sizing curve (green line) are also drawn. The inset shows the results in
comparison to conduction and valence band edges measured by cyclic voltammetry.3'-38
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Fig. 2 Calculation of the bandgap of PbSe nanospheres with (solid line) and without (dashed line)
the nonparabolicity correction. Comparison with semiempirical pseudopotential calculations®'
(triangles) and experimental data®*~*’ (circles) from the literature. The results with Brus equation
(red-dotted line) and the sizing curve (green line) are also drawn. The inset shows the results in
comparison to conduction and valence band edges measured by cyclic voltammetry.*®0

the fit; the more the data points, the better is the fit. The results for CdS present a higher
deviation. This is due to the lack of data points that give a less accurate fit. Nonetheless,
we find that the mean deviation under 100 meV is ~15 meV, which corresponds to a shift
of ~5 nm when compared to experimental spectra from optical measurements. It should also
be emphasized that the fitted experimental data come from different sources whose samples
are in different host materials, prepared with different methods, caped with different ligands.!
All those aspects affect the electronic affinity, the confinement potential, and, thus, the energy
levels, inducing additional deviations that are the main reasons for the dispersion of the data
around the fit. A better comparison with experimental data would need a more careful study
on those aspects. Moreover, this figure also highlights the imprecision of the bandgap measure-
ments for QDs with sizes <2 nm. We also observe the deterioration of the resolution and the

cds |

>
L ]
) ]
>
- T
> 4
© oo CdSe |
g‘ §200c0 0 2g0
N 1
)] 4
9] :
< ]
+ PbS |
€
S M
Y .
c ]
o :
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5 © 0 0P9 Poe o0 Y
(a] - |

0 2 4 6 8 10 12 14 16

Quantum dot diameter (nm)

Fig. 3 Test of the performance of the method with (blue lines) and without (dashes) the non-
parabolicity correction to determine the confined bandgap of four semiconductors through the
deviation from the sizing curve of Eq. (5). Deviations over 100 meV are indicated by the gray
area. The position of each literature data point in comparison to the fit is also reported (green
points).
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Fig. 4 Calculations of the confined energy levels in the conduction band of Gag47Ings3As/
Gay 471N s3As single-well and triple-well structures with (thick blue lines) and without (thin gray
lines) the nonparabolicity correction of Eq. (4). We retrieve results of eight-band k - p calculations
and experimental intersubband absorption.3? The Fermi level is also reported.

improvement given by the nonparabolicity correction for decreasingly low-bandgap materials.
We stress that the nonparabolicity correction should not be discarded when studying higher
energy levels. To highlight this point, we compare our calculations to some results in the liter-
ature, where the nonparabolicity effects have been studied.

3.2 Example Application: Coupled Quantum Wells

We show the necessity of taking the nonparabolicity correction into account through the example
of coupled Gag 47Injs3As quantum wells in Al 45Ing 5, As barriers (Fig. 4) by comparing the
results of our calculations with those calculated and measured by Sirtori et al.’> This example
was also used by nextnano GmbH™ to show the advantage and proper implementation of their
8 X 8 k - p method over their previous EMA model. Moreover, this article presents interest for
quantum cascade lasers. We retrieve the eight-band k - p energies of the publication with a pre-
cision under 1 meV. They also realized those structures experimentally and the results are in
close agreement (2 meV or less) with the position of the peaks of the intersubband absorption
spectra that correspond to the transitions between the levels.

The material parameters are m; = 0.043mg and E;, = 0.69 €V for the Gag 47Ing 53As wells
and m; = 0.072mg and E, = 1.22 €V for the Al 43Ing 5, As barriers. The conduction band offset
between the two materials is AV, = 0.51 eV. The largest well is n-doped with silicon in order
for the Fermi energy EF to lie just above the first state. The doping induces a sheet density
of pg =3.2x 10" cm™2.

We can see from Fig. 4 that the nonparabolicity effect is negligible for the first states, but as
soon as the energy is on the order of half the potential height, it induces a discrepancy that will
shift all the transitions associated with this level. Furthermore, we notice that, for the triple-well
structure without the correction, the fourth confined level will be in the continuum resulting in
a missing peak on the intersubband absorption spectrum. As the same phenomenon applies to
the holes, the impact of this discrepancy will be roughly doubled in interband processes. This is
why an appropriate nonparabolicity correction should be used when using the results of the
electronic calculations with EMA models to simulate the optical response of nanostructures.

4 Conclusion

The EMA method presented in this paper can be applied to quantum wells, wires, and dots
structures. Our formulation is simple yet accurate, easy to implement, and can be performed
in few microseconds on a particular structure. For the semiconductors under consideration,
our method requires fewer inputs, while retaining a similar accuracy to other methods, such
as the k - p, tight-binding, or pseudopotential methods. We highlighted the limiting cases of
narrow bandgap materials or energies that are far away from the band edges, which we explained
with phenomenological considerations. Those limitations have been corrected by transforming
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the effective mass to be energy-dependent in order to account for the nonparabolicity of the band
structure. We provide examples of bandgap calculations obtained with our approach, which
compare well with published work on CdS, CdSe, PbS, and PbSe QDs. We have shown the
improvement given by the nonparabolicity correction for levels that are higher than half of
the confinement potential with the example of GalnAs/AllnAs coupled quantum wells. We
have tested our method on several semiconductors to conclude that the method should yield
accurate results on a wide range of materials given the appropriate input parameters. Further
work about the determination of electronic and optical properties of QD materials solar cells
using our technique will be carried out.
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